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ABSTRACT
Non-Volatile Memory (NVM) such as PCM and STT-RAM has
emerged as a potential alternative for main memory due to its
high density and low power leakage. However, an NVM main mem-
ory system faces three challenges compared to Dynamic Random
Access Memory (DRAM) – long latency, poor write endurance and
data security. To address these three challenges, we propose a se-
cure DRAM+NVM hybrid memory module. The hybrid module
integrates a DRAM cache and a security unit (SU). DRAM cache
can improve the performance of an NVM memory module and
reduce the number of direct writes to the NVM. Our results show
that a 256MB 2-way DRAM cache with a 1024B cache line performs
well in an 8GB NVM main memory module. The SU is embedded
in the onboard controller and includes an AES-GCM engine and
an NVM vault. The AES-GCM engine implements encryption and
authentication with low overhead. The NVM vault is used to store
MAC tags and counter values for each cache line. According to our
results, the proposed secure hybrid memory module improves the
performance by 32% compared to an NVM-only memory module.
and is only 6.8% slower than a DRAM-only memory module.
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1 INTRODUCTION
With the continuous growth of the software stack, a main memory
system with high capacity and density is in demand. Unfortunately,
the traditional main memory design that is based on Dynamic Ran-
dom Access Memory (DRAM) technology now suffers easy loss
of the stored charge in the 10nm and beyond technology. On the
other hand, Non-Volatile Memories (NVM) such as PCM, STT-RAM
and RRAM, have presented a clear road map for scaling down to
nanoscale [1] . However, NVM has a low write endurance. An
NVM cell could be written about 108 times before it fails, whereas a
DRAM cell could be written about 1016 times. Second, an NVM read
operation is 4X slower and an NVM write operation is 10X slower
than DRAM [2]. Third, NVM’s data security is a major concern [3].
In this paper, we propose a secure hybrid memory module depicted
in Figure 1. In the proposed memory module, we not only build a
DRAM cache to improve the performance and reduce the number of
writes to the NVM, but also integrate a security unit (SU) between
the DRAM cache and the NVM to provide confidentiality and in-
tegrity for the NVM data. To keep our memory module persistent,
a backup power source is included in the memory module [4]. We
have simulated different configurations for DRAM cache and con-
clude that a 2-way 256MB DRAM cache with a 1024B cache line is
suitable for an 8GB hybrid memory module. We also implemented
a modified AES-GCM in the SU. An NVM vault is also embedded

Figure 1: An Overview of Our Proposed Hybrid Memory
Module

in the SU to store MAC tags and counter values for each memory
block (DRAM cache line). We suggest using PCM as the NVM main
memory due to its high density and relatively low cost (only few
dollars per GB). We also propose using STT-RAM as the NVM vault
in the SU considering its shorter latency compared to other types
of NVM [5] [6].

Table 1: System Configuration
CPU
Frequency 2.67GHz
L1 Cache I$: 4-way, 32KB, 4 cycles

D$: 8-way, 32KB, 4 cycles
L2 Cache 8-way, 256KB, 8 cycles
L3 Cache 16-way, 8MB, 24 cycles
DRAM Cache
Frequency 1600MHz
Channel 1
Row Buffer Size 2KB [12]
Policy Open Page
tCL-tRCD-tRP 13.75ns-13.75nd-13.75ns [12]
NVM
Total Size 8GB
Row Buffer Size 2KB [2]
Policy Open Page
tCL-tRCD-tRP 13.75ns-55ns-150ns [2]
AES Latency-GHASH Latency 10 cycles - 69 cycles [13]

2 EXPERIMENTAL METHODOLOGY
To determine the configuration for DRAM cache, we developed our
own DRAM cache simulator. We chose SPEC CPU2006 [7] , Rodinia
[8] , NPB [9] and STREAM [10] as our benchmark suites. For per-
formance evaluation. we integrated our own cache simulator into



Sniper Simulator [11] . The table above shows the system config-
uration for the performance evaluation. We chose some memory
bound benchmarks from the following four benchmark suites.

• SPEC CPU2006: gobmk, sjeng, gcc, wrf, zeusmp, GemsFDTD,
lbm, mcf, soplex

• Rodinia: backprop, nw, hotspot, bfs, cfd
• NPB: is, cg, ua, mg, lu
• STREAM: STREAM

In the experiments, we run SPEC in single thread and others in 4
threads.

3 DRAM CACHE
We simulated different levels of associativity, cache line sizes and
total cache sizes using our DRAM cache simulator. According to
Figure 2(a), we conclude that increasing the level of associativity
does not benefit the performance of a DRAM cache. We choose 2-
way considering the DRAM row organization and security concern.
Figure 2(b) shows that when cache line size reaches 1024B, the hit
rate stays the same. A 1024B cache line size indeed provides the
best system performance as shown in Figure 2(c). We select 256MB
as our DRAM cache total size according to the result shown in
Figure 2(d).

Figure 2: (a): AverageHitRate forDifferent Levels ofAssocia-
tivity for Cache Size of 256MB and Cache Line Size of 1024B;
(b): Average Hit Rate for Different Cache Line Size for Cache
Size of 256MB and Associativity of 2; (c): Average IPC for
Different Cache Line Size for Cache Size of 256MB and Asso-
ciativity of 2; (d) Average Hit Rate for Different Total Cache
Size for Cache Line Size of 1024B and Associativity of 2

4 SECURITY UNIT
Figure 3 shows the block diagram of the Security Unit (SU). The
SU is located in the onboard controller between the DRAM cache
and NVM main memory. It includes a security engine to implement
AES-GCM [13] and an NVM vault to store all the counter values and
MAC tags. The AES-GCM combines encryption and authentication
into one single algorithm including AES-CTR mode and GHASH
[13] . Because the SU operations could be easily parallelized with the
NVM read and write operations, the SU almost has no performance
overhead.

Figure 3: A Block Diagram of Security Unit

Figure 4: Normalized IPC Comparison with DRAM-only, Al-
loy, TDV and NVM-only for Different Benchmark Suites

5 PUTTING IT ALL TOGETHER
We compared our design with DRAM-only traditional memory sys-
tem, NVM-only memory system, Alloy memory system [14] and
TDV memory system [15] . Shown as Figure 5, on average, our de-
sign is faster than Alloy and TDV by 16.9% and 13.5 %, respectively.
Our secure hybrid memory module also improves the performance
by 32.0% compared to a NVM-only memory module and is only
6.8% slower compared to a DRAM-only memory module.

6 CONCLUSION
In this paper, we propose a secure DRAM+NVM hybrid memory
module to address three challenges of NVM, namely, long latency,
poor write endurance and data security. Our proposal consists of
a DRAM cache along with NVM in the same memory module to
improve the performance and reduce the number of direct writes
to the NVM. According to our experiments, a 2-way 256MB DRAM
cache with a 1024 cache line size is appropriate for an 8GB NVM
memory module. Additionally, we integrate a security unit in the
onboard controller between DRAM cache and NVM to provide con-
fidentiality and authentication with low overhead. According to our
results, our proposed memory module improves the performance
by 32.0% compared to an NVM only memory module and is only
6.8% slower than a DRAM only memory module.
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