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Abstract—Photonic network-on-chips (PNoCs) are promising
for large-scale manycore systems due to their high bandwidth
communication at sub-pJ energy-per-bit capabilities. However,
such advantages come with an increased power cost, primarily
from laser, electrical-optical conversion and thermal tuning of
the microring resonators (MRRs). The resonant wavelength of
MRRs is highly sensitive to thermal (TV) and process variations
(PV), which further add to thermal tuning power. We intro-
duce WAVES, a wavelength selection technique in PNoCs, that
determines the minimum number of laser wavelengths (\.:.)
depending on the bandwidth requirements of an application.
WAVES accounts for the TV and PV of MRRs and activates the
best \,.i, that result in lowest thermal tuning power at runtime.
Our simulation results on a 2.5D manycore system with PNoC
demonstrate an average of 23% reduction in PNoC power with
only <1% loss in system performance.

I. INTRODUCTION

Emerging compute-heavy and data-intensive applications
demand higher parallelism and larger data transfers compared
to existing applications. Therefore, the performance and en-
ergy efficiency of such applications running in large manycore
systems are severely hampered by network-on-chip (NoC)
latencies and bandwidth. Compared to traditional electrical
NoCs (ENoCs), photonic NoCs (PNoCs) have been demon-
strated to provide high bandwidth at sub-pJ energy-per-bit
communications [1], [2]. The growing interest towards PNoCs
is further bolstered by the technological feasibility of integrat-
ing photodiodes, waveguides, couplers and MRR modulators
and filters through a slightly adapted CMOS process [3], [4].

A major factor hampering the sub-pJ promises of PNoC
technology is the high power resulting from lasers, electrical-
optical (EO) and optical-electrical (OE) conversion. In addi-
tion, the on-chip thermal variations (TV) and manufacturing
process variations (PV) induce MRR resonant wavelength
shifts. The MRRs are typically supplied with heating power to
tune them back to the intended laser wavelengths. The overall
PNoC power also increases with the number of activated laser
wavelengths (Ayqt). A higher A, provides high bandwidth
and is desirable for achieving higher performance, but the
power contribution gets considerably higher.

To address such bandwidth-power tradeoffs in manycore
systems with PNoCs, we argue that it is essential to deter-
mine a balanced number of laser wavelengths required for
an application. Our wavelength selection technique, WAVES,
determines the minimum number of laser wavelengths (A1)
required for an application, given a performance loss threshold
(L¢nyr). WAVES incorporates the TV and PV and activates
the best \,,;, for a given application. As the laser activation
latency (5ns) is considerably lower than the thermal tuning
control latency (100us) [5], WAVES enables a low-overhead
selective activation of laser wavelengths to reduce the PNoC
power consumption.
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Fig. 1: Simulation framework of WAVES.

II. WAVES: WAVELENGTH SELECTION IN PNOCS

To demonstrate the benefits of WAVES, we conduct exper-
iments on a 2.5D manycore system with PNoC called Pro-
cessors On Photonic Silicon inTerposer ARchitecture (POP-
STAR). POPSTAR is a 2.5D 96-core system organized into
six compute chiplets and eight TxRx chiplets. Each compute
chiplet consists of 16 cores, with the core architecture similar
to the IA-32 core from Intel SCC [6]. The TxRx chiplets are
composed of the electronic circuitry for EO and OE conver-
sion. The global PNoC topology is based on Single-Writer
Multiple Reader links, mapped onto a U-shaped spiral of
waveguides on the interposer. An off-chip laser emits photonic
signals onto the interposer waveguide. The MRRs modulate
and filter these photonic signals. A detailed description of
POPSTAR is provided in recent work [7].

Figure 1 presents the simulation framework of our WAVES
technique. We use Sniper [8] to simulate applications with
various numbers of activated laser wavelengths. Given a per-
formance loss threshold (L) that is deemed acceptable for
an application A, we determine the minimum number of laser
wavelengths (\;,;,) that provides system performance within
Lyp,. Activating A, at runtime is sufficient to satisfy the
bandwidth requirements of the application A.

Since the on-chip TV and PV induce major wavelength
shifts in the resonant wavelength of the MRRs, it is essential to
incorporate the combined effects of TV and PV on the thermal
tuning power. Figure 2 illustrates the designed and shifted
MRR resonant wavelengths due to TV and PV. Figure 2(a)
shows the design intent of the MRRs, with their resonant
wavelength aligned with the laser wavelengths. Due to TV,
the resonant wavelength of the MRRs within a group shift
due to their thermal dependence as shown in Fig. 2(b) '.
For an application with A,,;,, = 2, activating any two laser
wavelengths results in similar thermal tuning power. However,
the PV-induced wavelength shift of the MRRs is variable even
with the same group, and therefore, the combined wavelength
shift due to PV and TV is different for the MRRs. In this
case, activating different options of \,,;, laser wavelengths
will result in different thermal tuning power. For example,
activating the first 2 wavelengths as in Fig. 2(c) gives rise to

'We assume that the temperature of all the MRRs within a group remains
same, so the TV-induced wavelength shift is the same.
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Fig. 2: Resonant wavelengths for a given MRRG: (a) Design intent, (b) Ideal locking on first An.i, = 2 wavelengths after TV-induced shift,
(c) Suboptimal locking by activating first A,,;,=2 with TV and PV, (d) Locking by activating best A,,in=2 with TV and PV.
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Fig. 3: PNoC power savings when using WAVES for different thread combinations. The six bars for each application shows power savings
obtained by activating first A, and the best combination of A, laser wavelengths for three L:p, options. The baseline case (horizontal

line) activates all Ao+ laser wavelengths.

a higher thermal tuning power and thereby, is a sub-optimal
selection. Figure 2(d) shows that activating laser wavelengths
Az and A4 results in lowest thermal tuning range.

We use McPAT [9] to determine the core and cache power,
and use an analytical model [7] to calculate the EOE and laser
power for \,.;. Using the compute and TxRx chiplet power
as inputs, we use HotSpot [10] to determine the steady-state
temperatures of the MRRs. We store the PV-induced resonant
wavelength shifts of all MRRs in an on-chip lookup table
(LUT). At runtime, given a \,,;, for an application, we poll
the LUT to calculate the thermal tuning power of all different
options for selecting A,;,,. The A, wavelengths that corre-
sponds to the lowest thermal tuning power is activated for that
application. The memory requirement of LUT is calculated
as 200KB, and the latency of dynamic laser activation is
negligible compared to MRR tuning. Thus, WAVES provides
a low-latency, low-storage wavelength selection for PNoCs.

III. EXPERIMENTAL RESULTS

To demonstrate the benefits of WAVES, we run multi-
threaded applications from SPLASH-2 [11] and PARSEC [12]
benchmark suites. For each experiment, we execute 10 billion
instructions in the region of interest. Our baseline policy
activates all laser wavelengths (A,ct = Aior). We experiment
with three different L, values and activate minimum laser
wavelengths (Mgt = Apin). Figure 3 shows the overall PNoC
power savings with WAVES.

We observe that larger thread counts result in increased
inter-chiplet network traffic among the communicating threads
and, therefore, desire higher A,,;,. In addition, network-
intensive applications such as swaptions, cholesky and canneal
desire higher \,,;, than other non-network-intensive appli-
cations, and therefore, result in lower power savings. As
the on-chip thermal gradient increases due to higher logic
power, thermal tuning power increases resulting in lower
power savings in such network-intensive applications. Overall,
we obtain 23% (resp. 38%, 42%) average PNoC power savings
with only 1% (resp. 5%, 10%) performance loss.

IV. CONCLUSION

PNoCs are developing as promising alternatives to ENoCs
for addressing the communication energy bottlenecks in large
manycore systems. However, it is critical to address the high
PNoC power consumption arising from laser, EOE and MRR
thermal tuning. We present a low-latency and low-storage
wavelength selection technique, WAVES, that accounts for
on-chip TV and PV and activates the best \,,;, at runtime,
without degrading the system performance.
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